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Abstract

We propose an opportunistic full-duplex feedback algorithm that jointly
estimate the feedback signal and the loop interference at the relay. We
cast the problem of joint user signal-to-noise ratio (SNR) and the relay
loop interference estimation at the base-station as a block sparse sig-
nal recovery problem in compressive sensing (CS). Using existing CS
block recovery algorithms, the identity of the strong users is obtained
and their corresponding SNRs are estimated.
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Figure 1: Network Model.

p|f |2 (x) = θθ
xθ−1

Γ(θ)
exp (−θx) , x ≥ 0,

p|g|2 (x) = exp (−x) , x ≥ 0.

n∗ = arg max
n
γn, γn =

Pr|gn|2
N0

(1)

(2)

(3)

ρ ∈ (0, 1) is the lopp interference at the relay.

1.2 Uplink Model (Feedback)

x = [x1, x2, · · · , xN ]t is the feedback vector

xn =

{
γn , γn > γth.
0 ,otherwise. (4)

The feedback codewords are extracted from the columns of
Φ. The received feedback signal at the tth mini-slot at the
relay is given by

yr(1) = φ1x + zr(1). (5)
yr(t) = φtx + ρyr(t− 1) + zr(t), t = 2, ...,M, (6)

ρk ' 0,∀k ≥ K.

The truncated feedback signal is

yr(t) =

min(K−1,t−1)∑
k=0

ρkφt−kx +

min(κ−1,t−1)∑
k=0

ρkzr(t− k),

(7)

where the term κ = dK2 e.
After multiplying by f ∗i

‖f‖, the ith antenna receives at the tth
time slot

ys,i(t) =
|fi|2
‖f‖

min(K−1,t−1)∑
k=0

ρkφt−kx

+
|fi|2
‖f‖

min(κ−1,t−1)∑
k=0

ρkzr(t− k) +
f∗i
‖f‖wi(t),

(8)

ys(t) =

min(K−1,t−1)∑
k=0

ρkφt−kx

+

min(κ−1,t−1)∑
k=0

ρkzr(t− k) +

NT∑
i=1

f∗i
‖f‖2

wi(t)

=

min(K−1,t−1)∑
k=0

ρkφt−kx

+

min(κ−1,t−1)∑
k=0

ρkzr(t− k) +

NT∑
i=1

f∗i
‖f‖2

wi(t).

(9)

2. Joint Feedback and Loop Interference Estimation

2.1 User ID Estimation Phase
We exploit the structure in (9) to cast the problem as a block
CS recovery.

φ
j
c,n ,

[
01×j, φc,n (1 : M − j)t

]t
.

Ψ(n) ,
[
φ0
c,n, φ

1
c,n, ..., φ

K−1
c,n

]
, n = 1, 2, ..., N,

Then, the received signal in (9) can be rewritten in a matrix
form as

ys = Ψχ + z, (10)

where Ψ =
[
Ψ(1),Ψ(2), ...,Ψ(N)

]
, χ = x⊗

[
1, ρ, · · · , ρK−1

]t
,

zt =

min(κ−1,t−1)∑
k=0

ρkzr(t− k) +

NT∑
i=1

hiwi(t),

t = 1, · · · ,M,

with hi =
f ∗i
‖f‖2, i = 1, · · · , NT .

2.2 Joint SNR and Loop Interference Estima-
tion
The BS have an estimate of the support of χ denoted by J ,
where |J | = KS. This allows to rewrite the linear system in
(10) as

ys = ΨJχJ + z, (11)

Figure 2: Ergodic rate and Feedback load as a function of
the number of users N .

We estimate χJ as follows

χ̂J =
(
Ψt
JΣ−1

z (ρ) ΨJ
)−1

Ψt
JΣ−1

z (ρ) ys

= χJ + ε,
(12)

where ε is the estimation error vector after applying the
BLUE. Also, notice that χ̂J has the same structure as χJ .
More precisely,

χ̂J = x̂S ⊗
[
1, ρ, · · · , ρK−1

]t
. (13)

Using the relation in (13), it is easy to notice that the first
entry of x̂S is interference free, thus we can estimate it and
use it to estimate ρ subsequently.

ρ̂ =

[
χ̂J ((i− 1)K + j + 1)

x̂S (i)

]1/j

, j = 1, · · · , K − 1,

i = 1, · · · , S.

which means that we have (K − 1)S estimate of ρ. Averag-
ing over all the estimates, we have the following estimate of
ρ

ρ̂ =
1

(K − 1)S

S∑
i=1

K−1∑
j=1

[
χ̂J ((i− 1)K + j + 1)

x̂S (i)

]1/j

. (14)

2.3 BLUE Error Analysis

Denote by Rε, the covariance matrix of ε in (12), then by
basic manipulations, we can show that

Rε =
(
Ψt
JΣ−1

z (ρ) ΨJ
)−1

. (15)

Rε =
(
Ψt
JΣ−1

z (ρ) ΨJ
)−1

. (16)

Lemma 1 Let S,K and ρ be fixed and finite . Then as
M →∞,

Rε −
MIKS

tr
[
Σ−1

z (ρ)
] a.s.−−−−−−→
M→+∞

0.

σ2
ε '

M

tr
[
Σ−1

z (ρ̂)
].

(17)

(18)

3. Performance Analysis

R = C. Tc −MTms
Tc︸ ︷︷ ︸

Effective Transmission
= C (1−Mτ ) ,

C (∆) = log (1 + γe2e −∆) (1− P0)

(
1−Q

(
∆

σε

))
,

M = β

(
KS + S log

KN

S

)
,

γe2e = min

 Ps
NT
‖f‖2

Prρ2 + N0
, γn∗

 .

4. Numerical Results

Parameter Value Parameter Value
Ps 40 dBm β 2
Pr 15 dBm N0 1
NT 8 antennas P0 0.01
θ 2 K {3, 4, 5}

Table 1: Simulation parameters
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Figure 3: Ergodic rate and Feedback load as a function of
the number of users N .
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Figure 4: Achievable throughput as a function of the num-
ber of users N .

5. Conclusion

We proposed a CS-based feedback strategy for user selec-
tion in multiuser full duplex relay networks. Based on the
theory of compressed sensing, we were able to cast the
problem as a block sparse signal recovery and jointly esti-
mate the feedback signal and the loop interference induced
by the simultaneous transmission and reception at the relay.
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